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Abstract

The role of epistasis, or gene-gene interactions, is essential in many non-Mendelian human

diseases that arise from the sophisticated interplay of various genes. However, due to the

difficulties in conducting direct assays on humans, the methods for studying epistatic inter-

actions in complex human diseases have been limited to the analysis of natural variations in

genomic measurements. Further, the overwhelmingly large numbers of possible interactions

to consider lead to computational difficulties and more importantly, a significant decrease in

statistical power due to the multiple hypothesis testing correction. In the research presented

in this thesis, we developed a general system that efficiently prioritizes candidate interac-

tions using various types of prior information, including previously studied gene networks,

evidence of individual gene’s correlation with the phenotype, and network topology. The

experimental results confirmed that the statistical power of this system is far superior to

other approaches. In particular, we found 17,644 significant epistasis using our method as

opposed to 471 using a naive method in a glioblastoma multiforme gene expression dataset

obtained from the Cancer Genome Atlas. The validity of the discovered interactions was

supported by permutation and biological analyses.
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Chapter 1

Introduction

In recent years, remarkable advances in molecular measurement techniques such as whole-

genome sequencing and gene expression microarray has enabled the large-scale assessment

of the molecular states of human genome [9]. This has taken us one step closer to fully

understanding the genetic causes of human diseases. By studying the association between

genomic measurements and complex phenotypes, we can broaden our understanding of the

biological processes that govern disease development and enable more accurate prediction

of disease risks and personalized treatments for patients.

Despite the advances in the field and many success stories [2, 18, 21, 23, 41], researchers

have found that the current genetic models of complex traits can only explain a small fraction

of familial clustering of the traits, an issue most commonly known as the missing heritability

problem [31]. Many explanations for the missing heritability have been suggested, including

large numbers of variants of smaller effect yet to be found and rare variants with larger

effect not represented in current datasets due to small sample sizes. Among them, one of

the most challenging and important problems is the poor detection of epistasis, or gene-gene

interactions.

Epistasis is generally defined as the interaction between two or more genes with respect

to a phenotype of interest [12]. In other words, if the effects of a particular gene on a

phenotype are modulated by another gene, we say there is an epistatic interaction between

the two genes. It is important to note that the term epistasis refers to the effects on the

phenotype only, and does not necessarily imply a particular physical interaction between

proteins or genetic elements.

Although there has been some notable successes in modeling Mendelian disorders where

1



CHAPTER 1. INTRODUCTION 2

a single gene accounts for most of the observed variance in the phenotype [14, 29], many

genetic human diseases are complex traits involving large numbers of genes and their com-

plicated interactions. This is precisely why incorporating epistatic interactions is believed

to significantly improve existing genetic models of human diseases [16, 34]. However, gene-

gene interaction networks for complex human diseases is far from being fully characterized

due to many difficulties in epistasis detection.

1.1 Challenges of Epistasis Detection

Unlike a number of microorganisms such as budding yeast, for which gene-gene interactions

have been thoroughly studied through synthetic experiments [15], humans are much more

difficult subjects to study. This is primarily due to the higher number of genes involved

and the impracticality of conducting direct assays on humans (we cannot directly modify

a subject’s DNA or force mating, for instance). As a result, analyzing natural variation in

genomic measurements has been the most feasible method for finding epistasis in humans.

However, this approach also poses a number of challenges, as described below.

In order to detect epistasis in a given molecular dataset, one needs to find a pair or a set of

genes that shows statistically significant interaction. However, the number of combinations

to consider is often very large: evaluating all n-way interactions among N genes requires us

to test
(
N
n

)
gene combinations. In the case of pairwise interactions (n = 2), this typically

amounts to hundreds of billions of tests to perform, which is estimated to take over 3

years to run on a single processor [40]. While this number can be reduced to a reasonable

level with the use of efficient graphics processing units (GPUs) and/or parallelization, the

runtime is further multiplied when we consider interactions among three or more genes.

Thus, even with the help of large computing clusters, exhaustively searching for epistasis is

often computationally infeasible.

In addition to computational difficulties, testing a large number of hypotheses leads to

a critical reduction in the statistical power of epistasis tests. Multiple testing correction is

a common procedure that proposes stricter significance thresholds to counteract the rise

of false positives caused by testing a large number of hypotheses. In epistasis detection,

however, the number of hypotheses is so large that any attempt to control the number of

false positives comes at a rather high cost of possibly losing many epistatic interactions.
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1.2 Related Work

There has been active development of epistasis detection methods over the last few years

[13]. In order to address the challenges of having too many candidate interactions, some

methods aggregate multiple genetic variants into risk groups. A prime example of this is

multi-factor dimensionality reduction (MDR, [37]) where subsets of variants are iteratively

merged if the predictability of the phenotype can be improved. Even though this method

allows us to exhaustively search for epistasis using all of the provided variants, it suffers

from some major drawbacks, including that important interactions could be missed due

to merging too many variants and that additional efforts are required to understand the

interactions within each risk group.

In contrast, many approaches instead focus on restricting the search to a subset of

possible interactions, thus decreasing the computational burden and the effect of multiple

testing correction. One class of filtering methods use a variety of techniques including logic

regression [39], MCMC logic regression [27], random forests [17], and random jungle [38] to

stochastically explore the space of possible interactions. Another class of methods are based

on a greedy approach, where some knowledge about the genetic variants, which could be

either generic or dataset-specific, guides the filtering process. For instance, some methods

use the evidence of lower order effects to filter candidate interactions [32].

Recently, a growing number of studies have been focusing on biological plausibility to

reduce the search space [7, 19]. The intuition behind these studies is that epistatic interac-

tions are more likely to be present between genes that are connected in a biological network,

which encodes previously studied associations between pairs of genes. For example, Emily

et al. consulted a set of directly connected gene pairs in a functional protein-protein in-

teraction network, STRING, to reduce the number of epistasis tests from 125 billion to

71,000 in a case-control genotype dataset [19]. They were able to find significant pairwise

interactions for Crohn’s disease, bipolar disorder, hypertension, and rheumatoid arthritis

using this method.

1.3 Our Approach

In the research presented in this thesis, we further developed the use of biological networks

as a form of prior knowledge by introducing a network connectivity score that represents how

connected two genes are in a given biological network. This gives us the ability to distinguish
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Direct Connection Indirect Connection

Weak Strong Weak Strong

Figure 1.1: Illustration of different types of connections in a biological network. The con-
nectivity between the two blue genes in a network of four genes varies with respect to how
many connecting paths there are between the two genes. By using the network connectivity
score, we can discover strong indirect connections that appear even stronger than some
weak direct connections.

strong indirect connections from weak indirect connections (Figure 1.1), thus allowing us

to use the biological networks more effectively. In addition, we have determined that other

patterns of epistasis, including strong marginal effects and the existence of hub genes (group

of genes with dense interactions), can also be valuable for predicting the likelihood of each

candidate interaction. Further, instead of committing to a particular type of prior knowledge

to use a priori for epistasis detection, we believe that it is better to let the data speak

for themselves. That is, we want to learn the usefulness of each prior in the context of

each dataset of interest. Based on this motivation, we developed an adaptive method that

iteratively learns the applicability of different sources of prior information and prioritizes the

remaining, untested candidate interactions using this weighted information. One important

aspect of this method is its malleability; any additional sources of information can easily be

incorporated. This thesis demonstrates the strong potential of this adaptive framework in

pairwise epistasis detection setting and invites further efforts for improvements.

1.4 Outline

The remainder of this thesis is organized as follows. In Chapter 2, I provide relevant the-

oretical background and methodology for the key components of our detection method,

including the construction of epistasis test and the computation of network connectivity

score. In Chapter 3, I present empirical evidence for three patterns of epistasis (network



CHAPTER 1. INTRODUCTION 5

connectivity, marginal effect, and hub genes), which provide the foundation for our detec-

tion method. In Chapter 4, I describe in fine detail our adaptive method that combines

these patterns of epistasis to prioritize candidate interactions. In Chapter 5, I provide per-

formance evaluation of our method with statistical and biological evidence of the validity of

the discovered interactions. Finally, Chapter 6 summarizes this thesis and discusses some

limitations of our proposed method and future plans.



Chapter 2

Background & Methodology

In this chapter, I delve into some technical details of this study. These details will provide

background necessary to an understanding of our epistasis detection method and statistical

tools used for data analysis.

2.1 Statistical Test for Epistasis

In a typical disease association study, we are given a set of molecular measurements for

a group of genes taken from subjects that exhibit varying degrees of the disease-related

phenotype. In such setting, the concept of gene-gene interaction can be mathematically

described in terms of the strength of multiplicative effects in a linear model of the phenotype.

The following characterization proposed by Cordell [12] has been the most widely used

statistical definition of epistasis.

Assume we are given a case-control data for a specific disease with each subject’s DNA

genotyped at multiple loci. Let p be the probability of being affected by the disease. Let

xji be an indicator variable representing the underlying genotype j at locus i. The log odds

ratio of disease risk can be modeled with multiplicative terms as

log

[
p

1− p

]
= β0 + β1x

1
1 + β2x

2
1 + β3x

1
2 + β4x

2
2

+β5x
1
1x

1
2 + β6x

1
1x

2
2 + β7x

2
1x

1
2 + β8x

2
1x

2
2, (2.1)

where β0 corresponds to the mean effect, β1−4 correspond to the additive effects, and β5−8

correspond to the multiplicative effects. If there is no epistasis between the two loci being

6
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tested, then the interaction model is equivalent to the null model

log

[
p

1− p

]
= β0 + β1x

1
1 + β2x

2
1 + β3x

1
2 + β4x

2
2,

where the multiplicative terms have been removed. By comparing these two models using

a likelihood ratio test (with four degrees of freedom), we can statistically test whether two

loci are epistatic or not.

Now we slightly modify the above definition for the gene expression data with continuous

variables as opposed to discrete genotypes. Assume we are given a disease-related phenotype

data (e.g., number of days to death) with each subject’s gene expression profile (which

contains a real-valued expression level for each gene). Let y be the phenotype value, and z1

and z2 be the expression levels of the two genes. The modified interaction model for gene

expression data can be written as

y = β0 + β1z1 + β2z
2
1 + β3z2 + β4z

2
2 + β5z1z2, (2.2)

where we have added the quadratic terms z21 and z22 to provide a correct baseline for the

non-linear interaction term z1z2. We can similarly test the significance of the multiplicative

effect (corresponding to β5) by comparing this model to the null model

y = β0 + β1z1 + β2z
2
1 + β3z2 + β4z

2
2 ,

using F-test [20], which is a statistical test for comparing two linear regression models.

2.2 Weighted False Discovery Rate Control

As mentioned briefly in Section 1.1, extremely large numbers of statistical hypotheses ex-

acerbate the trade-off between statistical power (true positives) and Type 1 error (false

negatives). Introduced by Benjamini & Hochberg [5], the false discovery rate controlling

procedure gives an effective way to increase statistical power while maintaining the same

overall error rate. The procedure is described below.

Let p(1) < · · · < p(m) be the ordered p-values from m hypothesis tests, where p(0)

is defined as 0. The original false discovery rate controlling procedure rejects any null
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hypothesis i for which p(i) ≤ τ with

τ = max

{
p(i) | p(i) ≤

αi

m

}
,

where α is a free parameter. This procedure controls the false discovery rate at level αm0/m,

where m0 is the number of true null hypotheses. This implies that the false discovery rate

is bounded above by α.

With some information about the plausibility of hypotheses being tested, we can further

increase statistical power by weighting the p-values. This effectively allows us to use a

different significance threshold for each hypothesis with respect to our prior beliefs, while

controlling the overall error rate. The following procedure for weighted false discovery rate

control was introduced in [22]:

1. Assign weights w(i) > 0 to each p(i) such that 1
m

∑m
i=1w(i) = 1.

2. For each i = 1, . . . ,m, compute q(i) = p(i)/w(i).

3. Apply Benjamini & Hochberg’s false discovery rate controlling procedure to q(1), . . . , q(m)

at level α.

This controls the false discovery rate at the same level as Benjamini & Hochberg’s procedure.

Note that the weights w(1), . . . , w(m) are to be chosen independently from the corresponding

p-values.

2.3 Network Connectivity Score

The connectivity of two nodes in a network (as seen in Figure 1.1) can be computed using

a biased random walk model. The basic intuition is that if two nodes are highly connected,

then a random walk starting on each node will have similar properties. This can be formu-

lated as a special application of topic-sensitive PageRank algorithm introduced in [24].

Let v(t) be a vector of probability distribution over all nodes in the network, representing

the state of the random walk at time t. Let M be a transition matrix for the given network,

reflecting the edge structure and the weights of each edge (if applicable). Starting with v(0) =

ej (i.e., the random walk begins at node j), we can compute the stationary distribution for
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node j using the following update rule until convergence:

v(t+1) := βMv(t) + (1− β)ej ,

where 0 < β < 1 and 1 − β represents the level of taxation — where the random walker

teleports back to node j with probability 1−β at each time step. The personalized stationary

distribution for node j, which we denote by uj , represents the reachability of each node

from node j. After computing the personalized stationary distribution for every node, we

compute the cosine similarity between every pair of nodes (ui, uj). This gives us the network

connectivity score for every pair of nodes.

In our research, we applied this method to a biological network where the nodes represent

genes and the edges encode some type of direct interaction between pairs of genes. The

network connectivity score in this setting reflects how strong the association between two

genes is in a given network, taking indirect interactions into account.

2.4 Datasets

2.4.1 Disease Association Data

We replicated the experiments discussed in Chapters 3 and 5 with two fundamentally differ-

ent molecular measurements. One dataset associates the disease status with genotypes at

multiple loci (a typical setting of genome-wide association studies), and the other dataset

associates complex phenotypes (e.g., number of days to death or age at initial pathological

diagnosis) with gene expression levels. These datasets are described in more detail below:

• Glioblastoma multiforme gene expression dataset (GBM). This dataset contains ex-

pression levels of 11925 genes in 451 subjects, provided by the Cancer Genome Atlas1.

After evaluating the predictability of a number of complex traits, we chose the number

of days to death as the target phenotype for epistasis tests.

• Type I diabetes case-control genotype dataset (T1D). This dataset is obtained from

Wellcome Trust Case Control Consortium 2. It contains a case group of 1,766 individ-

uals and a control group of 1,331 individuals. Originally, the genotypes were assayed

at 500,000 different single nucleotide polymorphism (SNP) loci, but we ran the data

1http://cancergenome.nih.gov/
2http://www.wtccc.org.uk/
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through a quality control filter and an individual correlation filter for computational

reasons. In the end, we considered all pairwise interactions of 9,668 loci as candidates.

2.4.2 Biological Networks

Four different kinds of biological networks were used in our epistasis detection system, each

drawing from different sources of information:

• Protein-protein interaction network (HPRD). Obtained from the Human Protein Ref-

erence Database3, this network depicts manually curated scientific information in-

cluding protein-protein interactions, post-translational modifications, and enzyme-

substrate relationships. We augmented this network with another network of a similar

origin, provided by InnateDB4.

• Pathway network (PWC). Obtained from Pathway Commons5, this network contains

an edge between every two genes that are associated with a molecular pathway (a

series of interactions in a cell that leads to a certain cell function).

• Functional protein association network (STRING). Obtained from STRING6, this

network contains known and predicted protein interactions. The interactions include

both physical and functional associations, derived from various sources including ge-

nomic context and conserved co-expression.

• Gene ontology network (GO). The annotations for each gene representing its cellular

component, molecular function, and biological process were obtained from the Gene

Ontology7. Then this network was constructed by connecting two nodes if they share

a Gene Ontology category.

3http://www.hprd.org/
4http://www.innatedb.ca/
5http://www.pathwaycommons.org/
6http://www.string-db.org/
7http://www.geneontology.org/



Chapter 3

Patterns of Epistasis

In this chapter, I discuss several patterns of epistasis that are informative of the presence

of epistatic interaction between two genes. To analyze these patterns, we used Wilcoxon’s

rank-sum test [42] to test whether the distribution of epistasis p-values (see Section 2.1) in

a subset of candidate interactions selected according to a particular pattern is significantly

different from the distribution of epistasis p-values in the candidates outside of this subset.

If the epistasis p-values in the subset tend to be lower (more significant) than those not in

the subset, we say that there is a significant enrichment of epistasis in the subset. In this

chapter, this statistical test is referred to as the enrichment test.

3.1 Network Connectivity

Previously studied gene-gene interactions, such as physical interaction between two proteins

or co-existence in a pathway, yield more epistatic effects in a variety of genomic assays.

In particular, a subset of candidate interactions that are connected in STRING network

(Subsection 2.4.2) is significantly enriched for epistasis (Figure 3.1). Further, enrichment

of epistatic interaction is not restricted to genes with direct associations, but rather is

influenced by the connectivity of genes within the graph. For instance, two genes with

numerous paths between them are more likely to be epistatic than genes with a single

connection, even if direct. To quantify this property, we computed a network connectivity

score for every pair of genes, based on a random walk model of the interaction graph (Section

2.3). This score incorporates several desirable properties, including number of paths, length

(number of hops) of each path, and strength of each edge (if available). Evidence suggests

11
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Figure 3.1: Comparison of direct connections and strong indirect connections in STRING
network. The graphs show the results of enrichment test on three groups of pairs: (1) pairs
with direct connection in STRING, (2) same number of pairs selected according to network
connectivity score, and (3) top 10% pairs according to network connectivity score. The
results suggest that, while direct connections indeed display significant enrichment, taking
strong indirect connections into account leads to a much higher enrichment of epistasis.

that this serves as a better predictor of epistasis than direct connections (Figure 3.1).

After evaluating four biological networks presented in Subsection 2.4.2, we found significant

enrichment of epistasis in high ranges of network connectivity scores for HPRD, PWC, and

STRING, but not for GO (Figure 3.2).

3.2 Marginal Effect

Genetic variants that individually affect the phenotype to a significant degree tend to have

more epistatic interactions among them. This tendency has been used to guide the prior-

itization of candidate interactions in several studies [26, 32, 33]. Figure 3.3 demonstrates

significant enrichment of epistasis among pairs of genetic variants with strong marginal ef-

fects. Note that the level of marginal effect for each pairwise interaction was defined as

− log(
√
p1p2), where p1 and p2 are the two p-values of the individual variant’s correlation

with the phenotype. This pattern is very strong for the gene expression data, but we note

that in the genotype data, the group with strongest marginal effects exhibit relatively less
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groups according to their connectivity. Each subgroup was then tested for enrichment. The
graph shows clear correlation between the network connectivity score and the enrichment of
epistasis for HPRD, PWC, and STRING. However, no significant enrichment was observed
for GO.
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Figure 3.3: Enrichment of epistasis in varying ranges of marginal effect. The pairs of genes
or SNPs were divided into subgroups according to their marginal effects and each subgroup
was tested for enrichment of epistasis. The results demonstrate significant enrichment for
higher ranges of marginal effect in both datasets.

epistasis than other groups with strong marginal effects. One explanation for this observa-

tion would be that individual variants that are highly correlated with the phenotype might

not leave much room for improvement to the multiplicative terms in Equation 2.1, in terms

of the predictability of phenotype.

3.3 Hub Genes

Epistasis hubs, or groups of genes with many epistatic interactions, are prevalent in many

interaction networks. This is generally because there are several genes with central roles

in the development of a particular disease. The existence of hub genes has been observed

in genetic interaction assays for model organisms, such as budding yeast (Saccharomyces

cerevisiae), where 1% of all genes tested contributed to almost 6% of all genetic interactions

[15]. Figure 3.4 demonstrates that we do in fact see hub genes in our datasets. We found

that the majority of nodes in the epistasis network has a small number of neighbors, while

a few nodes have a very large number of them. In contrary, a randomly generated network

with the same number of edges has a more balanced distribution with the majority of nodes

having medium degree. This suggests that edges are concentrated around a small number

of genes in the epistasis network, which indicates the existence of hubs.
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Figure 3.4: Histogram of degrees in the epistasis network of the gene expression dataset.
The epistasis network was constructed from the set of statistically significant interactions
found by our adaptive method. The degree of each node, which corresponds to the number
of epistatic interactions each gene has, was counted and summarized as a histogram. A
random network with the same number of edges was generated for comparison. The result
suggests the existence of hub genes, indicated by edges being concentrated around a small
number of genes.



Chapter 4

System Overview

In this chapter, I describe our adaptive method for epistasis detection that combines the

three patterns of epistasis discussed in the previous chapter to repeatedly prioritize remain-

ing candidate interactions.

4.1 Epistasis Prediction Model

I first present the description of a model that integrates patterns of epistasis to predict the

likelihood of a candidate interaction. More specifically, this model (denoted by h) predicts

the negative logarithm of the epistasis p-value of a given pair of genetic variants. The

features of this model are explained below.

Let X be a set of all genetic variants, N be a set of biological networks, C be a set of

Gene Ontology (GO) categories, and G be a set of all genes. Let G : X 7→ G be a function

that maps individual genetic variant to a corresponding gene. Let fn : G × G 7→ R+ be

a function that takes two genes and returns the network connectivity score using network

n ∈ N (Section 2.3). Let C : G 7→ P(C), where P(C) is the power set of C, be a function

that takes a gene and returns a subset of GO categories associated with that gene. Let

I : X × X 7→ R+ be a function that takes two genetic variants and returns the level of

marginal effect, which is defined as − log(
√
p1p2), where p1 and p2 are the two p-values of

the individual variant’s correlation with the phenotype. Given a pair of genetic variants

16
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(x1, x2) ∈ X × X , our epistasis prediction model h(x1, x2|α,β,γ, δ, ε) is defined as

h(x1, x2|α,β,γ, δ, ε) = αG(x1) + αG(x2) +
∑
n∈N

βnfn(G(x1), G(x2))

+
∑

c∈C(G(x1))∪C(G(x2))

γc + δI(x1, x2) + ε (4.1)

where αg is a weight for gene g, βn is a weight for network n, γc is a weight for GO category

c, δ is a weight for marginal effects, and ε is an intercept term. This is a fairly simple

linear regression model that combines all of the aforementioned patterns: α corresponds to

knowledge about hub genes, β and γ correspond to knowledge about biological networks,

and δ corresponds to knowledge about marginal effects.

4.2 Iterative Learning Procedure

Algorithm 4.1 describes the iterative learning procedure that repeatedly learns the pa-

rameters of the epistasis prediction model from the newly tested interactions and further

prioritizes untested pairs. The step-by-step description of this procedure is as follows. First,

we begin by choosing an initial batch of candidate interactions according to marginal effects.

Note that one can use other heuristics (e.g., network connectivity) for this initial selection

of pairs. After testing the initial batch, we learn the parameters α,β,γ, δ and ε described

in Section 4.1 in a `1-regularized linear regression setting. Then we use Equation 4.1 to

compute the estimated epistasis p-value for each of the untested pairs. After sorting the

untested pairs by their estimated epistasis p-value, we select the top few most likely candi-

dates for epistasis testing. Once we obtain more tested interactions, we update the model

parameters and repeat this process. Once we run out of pairs to test or have exhausted

the allotted time (recall that there often too many pairs to consider), we terminate the

procedure.

4.3 Multiple Testing Correction

In order to declare a subset of interactions tested during the iterative learning procedure sta-

tistically significant, we use weighted false discovery rate control (weighted FDRC, Section

2.2) to correct for multiple hypothesis testing. This allows us to use a different significance

threshold for each candidate according to our prior belief, while maintaining the overall
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Algorithm 4.1 Pseudocode of iterative learning procedure with multiple testing correction

Test initial batch of candidates selected by marginal effects
while there are remaining untested candidates and the allotted time is not over do

Learn model parameters α,β,γ, δ, ε from all previously tested interactions
Estimate epistasis p-values of untested candidates using h(x1, x2|α,β,γ, δ, ε)
Store current p-value estimates of untested candidates (for weighted FDRC)
Test next batch of most likely candidates selected by estimated p-values

end while
Perform weighted FDRC on tested interactions using their stored estimates for weighting
Report statistically significant interactions

false discovery rate. Note that our prior belief about each candidate interaction is reflected

by the p-value estimated by the trained epistasis model. Thus, we use the most recent p-

value estimate prior to the point when each candidate was tested as the hypothesis weight

(Algorithm 4.1). The weights among the tested candidates are then normalized to have

mean one to qualify for weighted FDRC. This process produces a final list of statistically

significant epistatic interactions found by our method.

We might note that there is an ambiguity regarding which function of the estimated

p-value we should use as the weight. A simple choice would be (− log(estimated p-value))c,

where c is a positive integer reflecting how confident we feel about our estimates. Developing

an elegant method for selecting c is an area for further investigation. In the results, discussed

in the following chapter, we used c = 3 for the gene expression data and c = 1 for the

genotype data.



Chapter 5

Results & Discussion

In this chapter, I present and discuss experimental results of our epistasis detection method.

First, we compared the statistical power of our method against other prioritization of candi-

dates. Then, we conducted a permutation analysis and a biological analysis of the significant

gene-gene interactions discovered in the gene expression data to present stronger evidence

of their validity.

5.1 Statistical Power Evaluation

Applying our adaptive method to both genotype and gene expression datasets, we observed

that the number of epistatic interactions discovered by our method is clearly superior to

the following two baseline schemes: random prioritization of candidates and prioritization

according to marginal effects (Figure 5.1). In particular, for the gene expression dataset,

our method achieved a 364.31% increase in the number of significant interactions after every

pair has been tested (Table 5.1). This is a huge improvement in statistical power, while the

false discovery rate was controlled at the same level. Furthermore, even though the increase

in the final number of significant interactions for the genotype data was not as dramatic,

Figure 5.1 shows that our method identified the same number of epistatic pairs much earlier

than the other methods.

It is interesting to note that the number of significant interactions started to decrease

after a certain point in the iterative learning procedure in the gene expression dataset (as

seen in the left graph in Figure 5.1). This observation can be attributed to the multiple

19
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Figure 5.1: Comparison of number of significant interactions discovered versus number of
pairs tested. These graphs compare how many significant interactions were found as we
incrementally tested more candidates according to (1) our iterative learning procedure,
where every batch of newly tested candidates informed the prioritization of the remaining
candidates, (2) a descending order of marginal effects, and (3) random permutation of
candidates. The false discovery rate was controlled at 0.05. The results show that our
method finds more significant interactions and finds them more quickly.

Number of Significant Interactions
GBM (Gene expression) T1D (Genotype)

Baseline (FDRC) 471 3,155

Learned Prioritization (Weighted FDRC) 17,644 3,239

Table 5.1: Comparison of final number of significant interactions discovered.



CHAPTER 5. RESULTS & DISCUSSION 21

testing correction (the more hypotheses we test, the stricter the significance threshold be-

comes). Naturally, one might want to terminate the iterative learning procedure at this

point so as not to lose any more significant interactions. However, we note that new inter-

actions are still being discovered after this point in spite of the fact that the overall number

of significant interactions is declining. Thus, there is a tradeoff between finding possibly

stronger (and more useful) interactions later on and retaining a larger number of significant

interactions. The optimal choice for this tradeoff may vary depending on the nature of

specific application.

The following sections focus more closely on the final set of 17,644 significant interactions

found in the gene expression dataset to assess their validity.

5.2 Permutation Analysis

The statistical significance represented by p-values produced from a statistical test generally

relies on several assumptions about the underlying data (e.g., normality of variables). For

this reason, permutation-based p-values, computed by generating a large number of permu-

tations of the data and observing how often the phenomenon of interest appears by chance,

often provide a more accurate way of estimating the statistical significance of the results. To

check the validity of the p-values computed by our epistasis tests, we generated 1,000 per-

mutations of phenotypes across the subjects and re-tested all 17,644 significant interactions

for each permutation. After noting that each interaction had a similar null distribution, we

combined all 17,644,000 p-values to fit a Weibull distribution using the negative logarithm

of the p-values. Using this as the empirical null distribution of p-values, we recomputed the

significance of all 17,644 interactions. We found that these permutation-based p-values in

fact match almost perfectly with the p-values from the epistasis tests (Figure 5.2). Also,

controlling the false discovery rate at 0.05, all 17,644 empirical p-values were still deemed

significant. This demonstrates the validity of the p-values computed by our epistasis tests.

5.3 Biological Analysis

Here, I present some biological evidence that support the plausibility of the significant

interactions discovered. Looking at the genes associated with 17,644 significant interactions,

we found that the top three most represented genes — LGALS8, SPP1, and PMF1, each
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Figure 5.2: QQ-plot of original p-values versus empirical p-values of significant interac-
tions discovered in the gene expression dataset. A total of 17,644,000 null hypotheses were
generated from 1,000 permutations of phenotypes across the subjects. Using the Weibull
distribution fitted from the set of epistasis p-values of these null hypotheses, we computed
the empirical p-value of each of our 17,644 significant interactions found in the gene expres-
sion dataset. This graph demonstrates that the p-values from the epistasis tests match well
with the empirical p-values.
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Figure 5.3: Network of significant epistasis for glioblastoma multiforme involving LGALS8.

involved in 724, 435, and 364 epistatic interactions, respectively — have been the subject of

published studies suggesting significant association with a type of malignant cancer (recall

that this dataset is on glioblastoma multiforme (GBM), which is a type of malignant brain

tumor) [1, 10, 11]. In particular, the most represented gene, LGALS8, encodes a protein

called galectin-8, which is known to be a modulator of multiple cell functions characteristic

of tumor cells including cell growth [3] and cell migration [35]. Further, galectic-8’s specific

association with GBM has been characterized in [10].

In addition, we found that some epistatic interactions associated with LGALS8 are also

biologically meaningful. Figure 5.3 presents a number of significant interactions associated

with this gene along with their corresponding Gene Ontology categories. As mentioned

earlier, galectin-8 is involved in cell migration, which is closely related to cell-matrix adhesion

(ECM2 and ADAM15 ) and phosphatase activity (SACM1L) [28]. The interaction between

NOTCH2 and LGALS8 is also biologically intriguing; the galectin family has been shown

to have differential expression in different tissues during embryo development in mice [36]

and NOTCH2 also shows differential expression in the development of the mouse brain [25].

Last, we looked for biologically interesting clusters of genes, grouped according to their

coefficients of interaction with other genes (corresponding to the multiplicative term in

Equation 2.2). This coefficient represents the directionality and strength of the interaction
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Figure 5.4: Clustering based on the coefficient of interaction. The figure visualizes all
pairwise interactions among the 3,607 genes represented in the list of 17,644 significant
interactions of the gene expression dataset. Each row and column in the matrix corresponds
to the interaction profile of a gene. The color of each cell represents the directionality (blue
is positive and red is negative), and the brightness represents the strength of interaction
(brighter means stronger). The 20 clusters found using k-means algorithm are grouped
together in the matrix. A number of Gene Ontology categories significantly represented in
a cluster are shown.

between the two genes. The motivation behind this experiment is that clustering could

reveal important functional groups of genes that tend to have similar interactions with

other genes. We chose a total of 3,607 genes that were represented at least once in our

final set of significant interactions and computed the interaction coefficient for every pair

of genes. Figure 5.4 presents a visualization of 20 clusters obtained by the standard k-

means algorithm [6]. As shown in the figure, we found a number of interesting clusters with

significant enrichment of a few Gene Ontology categories. The association with GBM is

supported by prior research for some of these categories, including “negative regulation of

canonical Wnt receptor signaling pathway” [8], “monocyte chemotaxis” [4], and “very-low-

density lipoprotein particle” [30].
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Despite the fact that these biological analyses were conducted at a cursory level, the ex-

amples strongly suggest that there are many plausible (and interesting) interactions among

the final set of significant interactions. We believe that a more thorough assessment could

reveal new, biologically significant interactions.



Chapter 6

Conclusion

6.1 Summary

In this thesis, I have presented empirical evidence for three patterns of epistasis — network

connectivity, marginal effect, and hub genes — using two different types of genomic, natural

variation datasets (genotype and gene expression). In particular, I showed that our network

connectivity score, computed based on a random walk model, significantly increases the

effectiveness of various biological networks in terms of predicting pairwise interactions.

In addition, I presented an adaptive method that combined these patterns to predict

the likelihood of each untested candidate interaction. Our method iteratively learned from

the newly tested hypotheses and re-prioritized the remaining candidates. At the end of this

procedure, the predictions made by our model for each candidate were used as hypothesis

weights to produce a final list of significant interactions via the weighted false discovery rate

controlling procedure.

Last, I showed that the statistical power of this procedure was evidently superior to

other prioritization schemes, especially for the glioblastoma multiforme gene expression

dataset, in which we found 17,644 significant interactions as opposed to 471 obtained by

the standard false discovery rate controlling procedure. Further, additional evidence for the

validity of this result was provided: empirical p-values computed by randomly permuting the

data confirmed the statistical significance of these interactions, and evidence from published

biological studies supported the plausibility of the reported interactions.

26
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6.2 Limitations of Current Approach

There are several limitations of our adaptive epistasis detection method. First, due to our

incomplete knowledge about human biological networks, the extent to which the network

connectivity knowledge helps the discovery of epistasis is naturally limited by the quality

and completeness of the provided networks. However, this is a problem that is hard to

avoid given the limitations of human understanding; our use of network connectivity scores

addresses this issue by using what is currently available in a more effective manner.

Second, because our method focuses on increasing statistical power by recognizing pat-

terns from tested interactions, it could possibly lower the chance of discovering a novel

interaction that is not expressed by any of the identified patterns. However, we note that

looking for rarer interactions will directly lead to a decrease in statistical power since we

would need to test more hypotheses in order to discover such interactions by chance.

Last, the effect of artifacts in genomic datasets of natural variation (e.g., biases intro-

duced in the selection of subjects in the control group) on our statistical epistasis largely

remains undetected. This limitation calls for a thorough biological analysis of our reported

interactions (which I partially presented in this thesis), which would provide strong evidence

for biological significance.

6.3 Future Directions

Our plans for the future work include the following. First, we plan to apply our adaptive

method to various other types of data and diseases to see if we can consistently replicate

our positive results. Second, we plan to assess the usefulness of discovered interactions in

a phenotype prediction setting, by comparing the predictability of the phenotype using an

additive model versus a multiplicative model with interaction terms. Third, we plan to

extend our model to discover higher order interactions (e.g., interactions among triples of

genes). This could reveal more interesting interactions that are not detected by pairwise

tests. Last, in order to validate some of the reported interactions, it is our long-term goal

to collaborate with a biology laboratory for experimental verification.
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